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a  b  s  t  r  a  c  t

Percutaneous  ablation  methods  are  used  to treat  primary  and  metastatic  liver  tumors.  Image guided
navigation  support  minimally  invasive  interventions  of  rigid  anatomical  structures.  When  working  with
the displacement  and  deformation  of soft  tissues  during  surgery,  as  in the abdomen,  imaging  navigation
systems  are  in  the  preliminary  implementation  stage.

In  this  study  a multi-stage  approach  has  been  developed  to  support  percutaneous  liver tumors  ablation.
It  includes  CT  image  acquisition  protocol  with  the amplitude  of  respiratory  motion  that  yields  images
subjected  to  a semi-automatic  method  able  to deliver  personalized  abdominal  model.  Then,  US  probe
and  ablation  needle  calibration,  as well  as  patient  position  adjustment  method  during  the  procedure
for  the  preoperative  anatomy  model,  have  been  combined.  Finally,  an  advanced  module  for  fusion  of

the preoperative  CT  with  intraoperative  US  images  was  designed.  These  modules  have  been  tested  on a
phantom  and  in the  clinical  environment.

The final  average  Spatial  calibration  error  was  1,7  mm,  the  average  error  of  matching  the  position  of  the
markers  was  about  2 mm  during  the  entire  breathing  cycle,  and  average  markers  fusion  error  495  mm.  The
obtained  results  indicate  the possibility  of  using  the  developed  method  of  navigation  in  clinical  practice.

©  2019  Elsevier  Ltd. All  rights  reserved.
. Introduction

Percutaneous ablation methods are used to treat primary and
etastatic tumors. Of the various procedures, the use of thermal

blation in the liver is perhaps best mastered and understood. Due
o the effectiveness of the method proven by numerous scientific
tudies, thermal ablation has been included in the official/main
reatment regimens of hepatic neoplastic changes, e.g. by the
arcelona Clinic Liver Cancer (BCLC) or European Society of Medical
ncology (ESMO). Due to its sub-diaphragmatic position, the liver

xhibits significant motility during respiration that is stronger than
ther parenchymal abdominal organs, which is important when
lanning and performing the procedure. Ablative procedures are

∗ Corresponding author.
E-mail address: dspinczyk@polsl.pl (D. Spinczyk).

ttps://doi.org/10.1016/j.compmedimag.2019.101664
895-6111/© 2019 Elsevier Ltd. All rights reserved.
usually performed under general or intravenous anesthesia, with
percutaneous access aseptic properties. Various imaging methods
are used to monitor ablative procedures, the most widely used are
ultrasonography (US) and computed tomography (CT). Monitoring
the procedure under the control of CT and possibly CT fluoroscopy
guidance allows the surgeon to determine the position of the tool
(needle, electrode, antenna) with respect to the borders of the
organ being treated, as well as to structures as the intestines, lungs
or large vessels. Due to the limited tissue resolution of CT in the
phase without contrast administration, correct positioning of the
tumor ablation tool requires two-way combination of two imaging
techniques (CT and US) or image fusion without contrast enhance-
ment with the images of the organ in the contrast enhancement CT

(Pereira, 2007; Crocetti et al., 2010).

The problem of monitoring the ablation tool position in CT can
be solved partially by implantation of fiducial markers in the tumor
area before the procedure, as is the case before radiotherapy plan-

https://doi.org/10.1016/j.compmedimag.2019.101664
http://www.sciencedirect.com/science/journal/08956111
http://www.elsevier.com/locate/compmedimag
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compmedimag.2019.101664&domain=pdf
mailto:dspinczyk@polsl.pl
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ing. However, this approach is rarely used - it would optimally
equire the implantation of several markers defining the tumor
oundaries, and the introduction of each marker corresponds to
n invasive procedure similar to that of the core needle biopsy. The
eed for systems supporting the ablation planning and performing
rocedures increases when the relation of the tumor to the vessels

s critical to success - this is dictated by safety (e.g. hemorrhagic
omplications) as well as the effectiveness of the procedure (due to
he known effect of heat loss in the vicinity of large vessels in the
hermoablation technique). The ideal support system should offer a
eliable fusion of images, including the organ’s respiratory motion
uring the procedure (Puijk et al., 2018).

The continuing development and adoption of image navigation
ystems is part of the trend towards precise and minimally inva-
ive procedures, which result in less trauma and faster patient
ecovery (Peters and Cleary, 2008). Imaging systems are widely
sed in procedures in which the reference points are rigid ele-
ents of the skeleton (treatment of the brain and spinal cord).
owever, when working with the displacement and deformation
f soft tissues during surgery, as in the abdomen, imaging navi-
ation systems are in the preliminary implementation stage. Phee
nd Yang (Phee and Yang, 2010) present the possibility of using
agnetic resonance (MR) and CT pre-operative images and their

usions with intraoperative US images. However, they pay attention
o the initial state of systems’ advancement due to the difficulty in

odeling the deformation of organs during the procedure. Neshat
t al. (Neshat et al., 2013) present an approach to liver naviga-
ion by creating an image of a three-dimensional operating field
ased on a 2D US image sequence. The study from Kenngott et al.
Kenngott et al., 2014) evaluated the feasibility of a commercially
vailable augmented reality (AR) guidance system employing intra-
perative robotic C-arm cone-beam computed tomography (CBCT)
or laparoscopic liver surgery. In the phantom experiment, the AR
ystem shows a mean target registration error of 0.96 ± 0.52 mm,
ith a maximum error of 2.49 mm.  Spinczyk (Spinczyk, 2015) pro-
osed the approach to determine spatio-temporal correspondence
etween the US sequence and the 4D computed tomography (CT)
xamination. It was developed, implemented and tested qualita-
ively in 10 clinical cases and received qualitatively satisfactory
esults (visual assessment of mergers by radiologists), which were
ot quantitatively evaluated.

The typical navigation system supports the user at the diagno-
is, planning, and therapy stages. At all of these stages, the patient’s
natomical model is crucial for the success of the navigation system.
t the diagnostic stage, it can better differentiate the pathological
hange. At the planning stage, it allows the surgeon to plan the tra-
ectory of the tool and bypass anatomical structures. At the therapy
tage, it helps to minimize the invasiveness of intervention.

The aim of the current study is to propose the overall method-
logy which supports the diagnostics and therapy planning for
ercutaneous ablation of liver tumors with pre-clinical evaluation.

t includes preoperative phases with patient – related model design,
espiratory-related amplitude measure, calibration and therapy
lanning. Patient and model registration as well as preoperative
T and intraoperative US image fusion with intersurgical image
avigation in real time permits the system to be employed as an
dditional set-up during the ablation procedure. The main con-
ribution brought by the paper can be identified in designing

 general workflow of a system for a computer-aided diagno-
is and therapy in a complex medical procedure of ablation. The
ntire project involved several groups of experts: medical doctors,
iomedical engineers, software developers. The system is targeted

t the entire process, not only individual tasks and procedures,
ike image segmentation or computer-aided therapy planning.
onetheless, each of seven steps stands for a vital contribution into

he system: data acquisition with marking protocol, patient-related
edical Imaging and Graphics 78 (2019) 101664

model design in terms of dedicated step-by-step segmentation
algorithms, respiratory-related measurements, calibration proto-
col, therapy planning, patient registration in clinical conditions, and
intraoperative US CT fusion in real time. According to the authors’
knowledge, no such system exists in an analogous form. In order
to validate the system we performed quantitative and qualitative
evaluation of its components, all reported in Section 3.

The paper is organized as follows: the Material and Methods sec-
tion presents the overall methodology and discusses each phase.
Section 3 shows the evaluation results at various phases of the
workflow. The results obtained and conclusions are analyzed in the
Discussion section.

2. Material and methods

The overall computer assisted minimally invasive system con-
tains several steps. Most of them are preoperative phases, but the
last two are performed during the surgery. The aim of the pre-
operative steps is to collect and process the multimodal image
data, extract the required features, calibrate the surgical tools,
and develop the therapy-planning module. The intraoperative
steps perform the system components registration and multimodal
image data fusion. Thus, the preoperative steps include:

1 Acquire data during inhalation and exhalation a 4D image space.
Markers are fastened on the patient’s skin in order to allow fur-
ther calibration.

2 Design a patient – related model with accurately labeled selected
anatomical structures and the target lesion to be ablated.

3 Determine the respiratory-related amplitude by measuring the
shift of the lesion center of gravity during respiration.

4 Calibrate the US probe and biopsy needle.
5 Plan the therapy by selecting the percutaneous entry point and

the optimal pathway to the target without violating vital anatom-
ical structures. Intersurgical steps contain:

6 Locate the patient and their model registration by applying the
algorithm for rigid adjustment of the image coordinate system to
the patient’s physical coordinate system.

7 Fuse the preoperative CT and intraoperative US image and the
real-time image navigation during surgery.

2.1. Preoperative patient data acquisition

In order to describe the respiratory cycle of internal organs it
is necessary to provide appropriate image data presenting their
extreme positions, i.e. on the inhale and exhale. For this purpose,
the CT acquisition protocol is adjusted. The differences are as fol-
lows: two  scans are performed in the early and late venous phase
- on inhalation and exhalation, respectively. The examination is
carried out with 5–7 markers on the patient’s body. Hypoaller-
genic markers have received a certificate of compatibility with CT
systems and do not reduce image quality. In order to assure the
repeatability of the respiratory motion, the image acquisition is
performed after the patient is anesthetized and intubated.

2.2. Patient-related model

The 3D model is based on stable and accurately located anatom-
ical structures, which are detected automatically (Fig. 1) in the CT
study. Bony structures are natural candidates. Then, the abdom-
inal cavity is delineated. Selected points automatically marked

on the spine serve as reference points and the abdominal cavity
edge restricts the segmentation area. Given the starting points,
segmentation modules are described. Due to organ variability,
anatomy-specific modules have been defined.
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Fig. 1. Workflow of the patien

.2.1. Bone structure and abdominal cavity segmentation
The skeleton contains several characteristic landmark points,

hich give reference coordinates to facilitate segmentation of
bdominal organs. The first stage of the method is discarding the
pper one third of the volume. As a result, the ends of the ribs
re removed from the region of interest (ROI). Then, the image is
inarized at 160 Hounsfield units (HU). The remaining structures
re bone tissues, few soft tissues, contrast agent inside the bowels,
nd the board from the CT device under the patient. After sepa-
ating and labeling consistent areas, the largest one is kept and
he others are removed. The remaining voxels belong to the spine
nd the pelvis. These structures are usually not perfectly perpen-
icular to the scanner’s long axis, due to position of the patient or
heir eventual scoliosis. Normalization of orientation is required.
his is performed by finding the extreme points of iliac wings and
schial bones. With these points, rotations in frontal and axial planes
ormalize the orientation of the image.

The landmarks defining the area of the abdominal cavity for
urther steps of the workflow are the sacral promontory, ante-
ior superior iliac spines, superior point of pubic symphysis, and
iphoid process. All the points, except the last, are located on the
elvis. To find the pubic symphysis automatically, the CT slices
re checked in sequence from bottom until two  pubic bones dis-
onnect. The anterior superior iliac spines are the points which
aximally project anteriorly on the segment between the pubic

ymphysis and promontory. The xiphoid process is located in the
rst slice where two costal margins of the chest connect.

Abdominal cavity segmentation delineates the ROI that is sub-
ected to further processing.

The abdominal cavity segmentation over the ROI consists of a
eries of operations. First, the patient body is delineated on con-
idered slices. Next, procedures for segmentation and removal of
our tissues takes place: fat, bones, lungs, and muscle tissue. Each
rocedure employs dedicated binarization and morphological cor-
ections. The remaining regions are subjected to segmentation leak
etection in the vertebrae area with the shape-based lower abdom-

nal cavity boundary reconstruction.
.2.2. Spleen and liver (parenchymal organs) segmentation
The spleen and liver segmentation starts with an automatic

eed point selection procedure. For each structure one seed point
ific anatomical model design.

is required. Its selection procedure is based on the location and
shape normalization for bringing them into a common coordinate
system with an internal organs probability map. The center of grav-
ity of an organ probability map  is a selected seed point (Juszczyk
et al., 2015). The seed point stands for a center of the ROI  at a
default size. It allows the texture pattern and statistical intensity-
based parameter (mean intensity � and standard deviation of mean
intensity ��) to be determined. Then, the image is thresholded
with adaptively defined thresholds employing the experimentally
adjusted coefficient  ̨ within the range of � ±  ̨ · ��. Next, two
filtering procedures are carried out simultaneously: the texture fil-
tration with a structuring element found within the ROI and the
entropy filtration (Gonzalez et al., 2004), both of equal mask size.
The texture filtration enhances the regions with similar texture pat-
terns. However, due to the similar textures of the liver and spleen,
over-segmentation appears quite often. Thus, an edge enhance-
ment entropy filter is implemented (Fig. 2). Finally, both images,
texture filtered ITF and entropy filtered IEF , are both normalized
linearly into the [0, 1] range and combined:

Iout = norm (ITF ) · (1 − norm (IEF ))

Labeling yields the final image.

2.2.3. Kidney segmentation
The fully-automatic kidney segmentation algorithm consists of

several steps. The workflow employs the skeleton detection (Fig. 3),
which detects a first-level ROI. The next stage is a second-level ROI
detection. There are two, symmetrically oriented windows (a sym-
metry with respect to the spine) containing the left and the right
kidney. Both regions (the first- and the second-level) create the
final ROI, which is a starting point for the next kidney segmentation
procedure (Wieclawek, 2018). Kidney seed points are searched for
during further processing. The search starts from properly oriented
diagonals of cuboids (main diagonal and anti-diagonal), imposed
on the soft tissues subset (black diagonals of rectangle windows in
Fig. 3). Detection of kidney seeds consists of a multi-stage morpho-
logical image reconstruction. Adaptive filtering using anisotropic

diffusion and morphological corrections are used at this stage. As a
result, a single spatial structure remains in the image. It is subjected
to the active contour algorithm that demarcates the kidney edges
(Chan and Vese, 2001).
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Fig. 2. Illustration of the entropy filtration results.
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eferences to colour in this figure legend, the reader is referred to the web version o

.2.4. Aorta segmentation
The abdominal aorta segmentation step begins with a starting

oint selection procedure. The ROI in the CT slices is limited by pre-
iously identified bones and starts from a beginning of the tenth rib.
he analysis ends at the beginning of the bifurcation of the aorta.
he Fuzzy C-Means (FCM) clustering procedure is applied to the
rst analyzed image. The bright object above the spine is considered
s the sought aorta and its midpoint of gravity indicates the starting
oint for further analysis. The ROI is defined as the square region
f the size of 8 cm with the center located in the starting point.
he Canny edge detector algorithm (Canny, 1986) is applied to the
lready defined ROI. The extracted edges indicate the segmented
orta region. Due to the edge discontinuity, the active contour
odel proposed by Kass et al. (1988) is introduced. The external
ontour energy is defined on the basis of gradient image on pre-
iously obtained edges, whereas the internal one defines physical
eatures of deformed curve presenting its circular shape. Moreover,
he set balloon force F prevents the curve from shrinking (Cohen
 - important regions i.e. soft tissues, black lines - ROI). (For interpretation of the
 article).

and Cohen, 1993). Since the classical active contour approach is
limited by a local character of the estimated gradient and will not
cause movement of the curve placed far from the edges, the Gradi-
ent Vector Flow (GVF) (Chenyang Xu and Prince, 2019) technique
is used. The center of gravity of the segmented object is projected
to the subsequent slice as the starting point for its analysis. In order
to reduce the number of imperfect segmentations on single slices,
a post processing analysis is applied. The statistically important
changes in the aortic area are then detected and an interpolation
step is performed.

2.2.5. Liver vasculature segmentation
The analysis is performed on the contrast enhanced CT study

with an already delineated liver. From the input mask ML, two aux-

iliary masks are formed: an inner mask MLI and an outer mask MLO.
The inner liver mask MLI defines the internal liver tissue where vas-
culature segmentation starts. It is created by moving the ML mask
border inwards by a specified distance. the outer mask MLO, cre-
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ted as a convex hull of the original liver mask ML, defines a region
here the vasculature segmentation is to be continued. This way,

he liver vasculature below the visceral liver surface can be seg-
ented. The input image is intensity windowed to the confidence

nterval around medial intensity based on intensity statistics within
he inner mask MLI region.

Vasculature detection utilizes Frangi’s vessleness filter employ-
ng hessian eigenvalue decomposition (Frangi et al., 1998). The
etection is performed for several scales of analysis (correspond-

ng to the radii of the blood vessels) on input image region
efined by outer mask MLO. The maximum response over the
cales is calculated forming image IF that defines a weight for
ontrast enhancement performed on the image. This is per-
ormed by intensity increment with saturation. Next, the image
s Gaussian-smoothed and subject to the segmentation stage. The
egmentation, employing the region growing approach with inten-
ity criteria, starts from a percentage of voxels having the highest
esselness response within the inner mask MLI. To prevent seg-
entation leaks, forbidden regions are defined by areas of low

esselness response value within the region MLO. Finally, the result
s subjected to morphological closing. Upon user interaction start-
ng points may  be defined apart from those found in an automated

anner. Control parameters of the algorithm are also user alterable.
The method does not make use of the information about the

mage acquisition phase (arterial, hepatic/portal, venous) it seg-
ents the vasculature having higher intensities (contrast enhanced

T acquisition protocol) than the surrounding tissues. By default it
s performed for scales between 2.0 mm and 10.0 mm  which corre-
pond to the diameters of the vessels being searched for. Exemplary
egmentation results is shown in Fig. 4. However, the image voxel
ize limits the possibility of accurate hessian determination in 3D,
specially when the image resolution in z-axis is more than 3 times
ower than in the x–y (axial) plane. Moreover, the used segmen-
ation approach as well as the post-processing step (morphology)
equires the segmented structure to be fully connected. Thus, it can
e stated that the algorithm can detect and segment vessels which
ross-section is at least 3 × 3 pixels. The corresponding diameters
n mm stem from the image spatial resolution.

.2.6. Lesions segmentation
The focal lesion segmentation relies on two seed points indicat-

ng central points of the lesion on its external slices (s1 and s2 in
ig. 5a). It is possible to involve more than two seeds, each located in

 single slice between the external slices (s3 in Fig. 5a). Either way,
he closest pairs of seed points are connected in order to determine
he nodule axis, defining central points on each slice under consid-
ration. The central points stand for the centers of circles – initial
ontours for the active contour segmentation. The radius of each
ircle depends on the slice location: smaller near to the external
lices and larger in the central part (Fig. 5a). The radii depend also on
he estimated nodule size, Dz, based on the distance between exter-
al points. Dz affects also the size of the volume of interest (VOI),
hich is extracted around the nodule axis before further process-

ng. First, the VOI is subjected to a three-dimensional anisotropic
iffusion filtering adjusted to lesion objects characteristics (Perona
nd Malik, 1990; Badura et al., 2016). Then, the Chan-Vese active
ontour segmentation is employed (Chan and Vese, 2001). The
umber of contour evolution iterations is set adaptively based on
oth Dz and slice position within the VOI. Finally, the obtained
bject is processed by means of morphological closing (Fig. 5b).

.3. Respiratory-related breathing amplitude measurement
In the tracking and gating methods, a signal representing the
hase of the respiratory movement is necessary. There are vari-
us ways of observing this movement in the literature. One of the
edical Imaging and Graphics 78 (2019) 101664 5

possible ways is to follow the breath by observing the chest move-
ment. Breath is a variable process over time, so there is a need
to average it (McClelland et al., 2006; von Siebenthal et al., 2007).
Usually, the amplitude of the respiratory movement is not directly
assessed. Only the so-called phase of respiratory movement is indi-
cated. The filtration of the signal obtained from markers, subjected
to the Gaussian filtering, unambiguously determines the minima
at times tmin

i
and maxima at times tmax

i
, i = 1, . . . , Nmax that refer

to as the average of the zero and maximum phase of the respira-
tory cycle, respectively. The maxima are assigned the average phase
over all maxima, ∅max, which is calculated according to the formula

(Rijkhorst et al., 2010):

∅max = 1
Nmax

∑Nmax

i=1

tmax
i

− tmin
i

tmin
i+1 − tmin

i

The breathing phase ∅j displayed in time j is interpolated linearly
(Rijkhorst et al., 2010):

∅j = {
(

tj − tmin
i

tmax
i

− tmin
i

)
∅max ; for tmin

i ≤ tj < tmax
i ∅max

+
(

tj − tmax
i

tmin
i+1 − tmax

i

)(
1 − ∅max

)
; for tmax

i ≤ tj < tmin
i+1

The shift of the already extracted centers of gravity of the lesion
at inspiration/exhalation, determine the respiratory amplitude of
the lesion. The input data for breathing amplitude measurement
are 3D CT scans limited to the extreme positions of the inhalation
and exhalation. The amplitude of the respiratory movement of focal
lesions is shown in Fig. 6.

2.4. System calibration

Calibration of the ultrasound probe consists of finding an appro-
priate transformation between individual coordinate systems and
time calibration. The purpose of the calibration is to present in a
single coordinate system: a model of preoperative anatomy of the
patient, the patient located on the operating table, ablation needle,
and the ultrasound image.

The calibration process includes both spatial and time calibra-
tion. Spatial calibration is referred to as a transformation between
the object coordinates and markers that are rigidly connected to
the object (patient, phantom). It is performed in two phases. First, a
pivot calibration calculates the offset between the stylus tip/stylus
and the attached marker. Attaching the tip to a stationary point
and tracking the motion of sensor positions yields the position of
the indicator tip in coordinate system. Spot registration is used to
calculate the transformation between the object and the marker.
Secondly, the multi-layer calibration determines US image location.
It is based on the analysis of the trajectory of markers attached of
the US probe (Lasso et al., 2014).

In contrast, the time calibration, based on the PLUS (Public Soft-
ware Library for UltraSound) library, assumes that data sources are
acquired with an unknown but constant time shift. This method
consists of a single 10-second trace followed by the imaging trace
performed while moving the transducer along a continuous quasi-
periodic trajectory pattern (e.g., moving the camera up and down)
(Lasso et al., 2014).

At this stage the system is ready for therapy planning.

2.5. Therapy planning
Therapy planning requires a selection of an optimal path from
a percutaneous access point to the target lesion subjected to abla-
tion and omitting all vital anatomical structures. The search is based
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Fig. 4. Illustration of the liver vasculature segmentation resu

n an analysis of the CT scan (additionally US may be employed)
nd the patient-related model of anatomical structures determined
ccording to Section 2.2. The choice of the entry point and the
ath itself corresponds to the respiratory motion of the abdom-

nal organs. Example of segmentation results and selected entry
nd target points are shown in Fig. 7.

.6. Pre-surgical patient registration

Patient registration requires the preoperative CT data to be
rocessed and displayed on a surgical monitor as a 3D patient-
elated model. Data acquisition in the inhale and exhale phases
re subjected to further processing. Automatically selected starting
oints of selected anatomical structures are followed by anatomy-
epended segmentation procedures (Section 2.2).

A reference between the preoperative patient model and the
atient will enable the model to be used during the procedure. The
atching process requires a spatial alignment or its estimation for

wo sets of images or points. Due to misplacement and/or possible

hanges in shape of various anatomical structures, implementation
f a rigid algorithm yields only unambiguous mapping of surface
oints to the model points and thus it is employed only at a very
arly stage of the patient registration.
D view shown (bottom left) along with selected projections.

Due to the existing analytical form of the solution, which is used
to calculate a rigid transformation between two coordinate sys-
tems, in this study the algorithm by B. K. Horn (Horn et al., 1988)
was used to perform a rigid adjustment of the image coordinate
system and patient physical coordinate system. The rigid trans-
formation consists of a translation - shifts in X, Y, Z and rotation
(angles are expressed in quaternions). This algorithm calculates the
transformations between both coordinate systems referred to as
a coordinate system of the image navigation system. The sets of
corresponding points are called the source and target sets, respec-
tively. The adjustment is based on minimizing the error of the
mean square root of the parameters of the resulting transform,
i.e. the distance between the corresponding points of the target
set R (reference) and the transformed points of the source set T
(template). Parameters of rotation and translation matrix are found
by the decomposition matrix of the source and target set points
correlation (Peters and Cleary, 2008).

2.7. Intraoperative US images and CT model real-time fusion
After performing successfully previous steps, the fusion of a
preoperative CT image and intraoperative US image can be per-
formed. This means that both types of images are displayed in
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Fig. 5. Illustration of the nodule axis and initial contours (a) and a slice-by-slice visualization of an exemplary lesion delineated by the method (green contour) and the expert
(red  contour) along with the seed points indicated on the first and last slice (blue dots) (b). (For interpretation of the references to colour in this figure legend, the reader is
referred  to the web  version of this article).
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Fig. 6. Center of gravity points and breathin

ne coordinate system. The real time performance including the
patio-temporal calibration allows the procedure to be intraoper-
tive.

The image fusion makes apparent structures invisible in US
mages. In the designed application, it is presented in the form of a
hree-dimensional scene (Fig. 8 - left) superimposed over the cor-
esponding CT section (Fig. 8 - right). The figure shows the fusion

f the calibration phantom US image as “interlaced strands” whose
uts in the fusion image are marked with color (top of the drawing).
he lower part of the figure shows the liver in a fused US-CT image
uring ablation.
litude (inspiratory-exhale) for a liver lesion.

3. Results

Evaluation process of the proposed system is divided into
independent parts. In step 1, (Data acquisition) a designed data
acquisition protocol was employed. Evaluation of stages 2, 3 and
5 (Segmentation and Determination the respiratory phase, Ther-
apy planning) was  performed by means of 20 clinical studies of

patients with liver cancer and is presented in Section 3.1. Steps 4,
6 and 7 (System calibration, Patient registration and Fusion of the
image) are evaluated using a calibration phantom as presented in
Section 3.2. and 3.3.
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ig. 7. An example of a patient anatomy model and selection of entry (green arro
tructures: a - liver, b - right kidney, c - left kidney, d - abdominal aorta, e - hepatic v
egend, the reader is referred to the web version of this article).

.1. Image analysis evaluation

Accuracy of the image analysis including segmentation as well
s image fusion influences the overall system performance. The
eveloped segmentation algorithms were verified on 20 CT scans
f abdomen studies with contrast enhancement. The evaluation is
ased on the DICE coefficient - a coefficient of similarity and the
egree of image overlap:

ICE
(

IRef , ISeg

)
=

2
∣∣IRef ∩ ISeg

∣∣∣∣IRef

∣∣ +
∣∣ISeg

∣∣ · 100%

here IRef , ISeg denote the reference contour pattern of the seg-
ented object and the contour obtained by the segmentation

lgorithm, respectively, both being 3D volumes. The ground truth
elineation was prepared by an expert on each slice.

.2. System calibration and patient position registration
ssessment

The Fiducial registration Error (FRE) measure is employed to
valuate the calibration and patient position registration. It is
efined as:

RE2 = 1
N

∑N

i=1

∣∣Rxi + t − yi

∣∣2

here N is a number of markers, xi and yi are the i-th marker posi-
ions in the first and second coordinate system, respectively. R and

 are the rotation and translation matrices, respectively.

In both cases, the position of fiducial points in one coordinate

ystem is converted to the second coordinate system using the
ransformation found in the calibration process. In a rigid adjust-

ent of the patient position, the tracer markers indicated by the
d target points (red arrow): four axial slices (a) and two 3D views (b). Notation of
- focal lesion, g - spleen. (For interpretation of the references to colour in this figure

radiologist in CT images and obtained from the position tracking
system in the patient system are subjected to analysis. In the ultra-
sound head calibration, the known actual position of the selected
elements of the calibration phantom of known geometry and the
positions of these elements visible in US images are processed. The
results are shown in Table 2 and 3.

3.3. Image fusion evaluation

The correct fusion of multi-modal images (pre-operative and
inter-operative CT, intra-operative US) is crucial in evaluating the
overall performance of the entire system. Fusion errors affect the
navigation errors and consequently may  result in missing the tar-
get or injure the neighbor structures. Bearing this in mind, in order
to ensure the patient safety and minimize the influence of possible
system malfunctions, a very detailed initial verification of the image
fusion has been performed on a model. Then, the final system will
be verified in a clinical setting. In this study the system is verified
on a specially designed phantom (shown in Fig. 8). Thus, part of the
system including the analysis of pre-operative images and tracking
of respiratory movements was  tested in a clinical setting. However,
calibration and fusion, due to the need for very precise position
configuration, were tested on calibration phantom. It enables a reli-
able assessment of the entire system and its function as well as
cooperation with the percutaneous ablation tools.

The evaluation of the personalized anatomy patient model was
based on the mean DICE coefficient found for the set of segmented
organs (Table 1), in relation to the outlines given by a radiologist.
Clearly visible organs, not overlapped by the neighboring struc-

tures, including the liver, kidney, and ventral segment of the aorta
are segmented at the level over 90% (with the liver vessels at 87%).

The calibration stage includes the spatio-temporal calibration
of the ultrasound probe and the ablation needle. With the consent
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Fig. 8. US-CT fusion of calibration phantom (top): 3D scene (left), fusion window (rig

Table 1
DICE coefficients for selected structures.

Anatomical organ Average

Abdominal cavity 88,98 ± 2,49
Spleen 93,30 ± 3,77
Liver 90,29 ± 4,38
Right kidney 94,04 ± 0,93
Left kidney 93,43 ± 1,04
the  ventral segment of the aorta 90,44 ± 2,12
Liver vessels 88,09 ± 4,70
Focal nodule 84,29 ± 3,72

Table 2
Average results obtained in an individual calibration steps.

Stylus
calibration

Phantom
calibration

Temporal
calibration

Spatial
calibration

0,51 mm 2,6 mm 006 s 1,68 mm

Table 3
Average point-based patient position registration error.

Breathing phase Average marker fusion error

Inhale 2,03 ± 012 mm
Exhale 2,02 ± 011 mm
ht). Liver ablation procedure (bottom): 3D scene (left), fusion window (right).

of the ethics committee, pilot studies in clinical settings began. The
final effect of this stage in relation to the ultrasound probe is spa-
tial calibration where an average error of 1.7 mm was obtained
(Table 2). The calibration of the probe is performed before the
beginning of the ablation, and the calibration of the ablation nee-
dle is performed in sterile conditions during the procedure. The
developed calibration method was  successfully tested in clinical
conditions, where the obtained error level was clinically acceptable.

The next evaluated element of the system was the process of
real time registration of a pre-operative anatomy model and patient
position. Employing the developed markers placed on the abdomi-
nal surface of the patient, the average error of matching the position
of the markers is about 2 mm  during the entire breathing cycle
(Table 3). The developed marker and the process meets the sterility
requirements and was  tested during clinical procedures obtaining
the clinical approval.

Finally, the stage of merging the preoperative patient anatomy
model with intraoperative ultrasound images was evaluated. The
calibration steps described above, including the geometric cali-
bration of system components, and the process of registering the

patient position at certain breathing phases, allow the spatial and
temporal CT and US image fusion to be obtained. It allows for a
faster reading of intraoperative ultrasound image, which signif-
icantly facilitates the operator orientation during the procedure.
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Table  4
Average point-based fusion error [mm].

T
c
t
o
f
(

4

o
r
a
s
a
S
m
i
k
g
D
r
N
v
t
s
f
u
k
n
u
M
l
c
o
p
n
s
g
i
p
i
p

C
C
s
C
o
r
o
s
o
F
p
u
c
t
e
a

Average marker fusion error

495 ± 218 mm

his stage was evaluated in clinical conditions based on images of
alibration phantoms of known geometry, which allowed for a spa-
ial evaluation of the developed method of computer aided ablation
f liver tumors using the percutaneous method. The average error of
usion between the phantom points arranged in 3D reached 5 mm
Table 4).

. Discussion

The segmentation results were compared to other multi-
rgan studies. Okada et al. proposed a method for finding and
epresenting the interrelations based on canonical correlation
nalysis (Okada et al., 2019). The Jaccard index values for liver,
pleen, right kidney, left kidney, aorta reached 90%, 85%, 81%, 82%
nd 78%, respectively. Another more sophisticated approach by
chreibmann et al. (2014) used a 3 stage method implementing a
ulti-atlas segmentation with level set-based local search. A Dice

ndex of 91%, 86%, 88%, and 97% was reached for liver, spleen,
idneys, and aorta, respectively. Level set approach adjusted by
ranular computing used by Badura and Wieclawek (2016) yielded
ice index at 93%, 91%, and 94% for liver, spleen, and kidneys,

espectively. Recently, Gibson et al. (2018) employed Dense V-
etworks to extract abdominal organs and obtained Dice index
alues at 96%, 96%, 95% for liver, spleen, and left kidney, respec-
ively. Wang et al. (2019) designed a system with organ-attention
egmentation networks and local structural similarity statistical
usion for multiple abdominal structures yielding Dice index val-
es of 98%, 97%, 98%, 97%, 92% for liver, spleen, right kidney, left
idney, and aorta, respectively. New approaches involving deep
etworks are able to yield higher segmentation accuracy in individ-
al organs, yet our method is comparable in the reported structures.
oreover, none of the papers addressed the liver vasculature nor

iver lesions extraction. The current study focuses more on other
linical issues important during the surgical procedure. The devel-
ped approach reduces the time required to puncture the nodule by
otentially reducing the time to locate the lesion. Additional time is
eeded for system configuration. The average processing time for
egmentation the whole patient anatomy is below 10 min. Pre sur-
ical hardware setup and image analysis takes another 10 min. The
mplementation of the series of images acquired with the proposed
rotocol reduces the need to perform a study without contrast dur-

ng the procedure, which currently was necessary to support the
rocess of targeting the needle.

Already developed systems show the fusion of intraoperative
ontrast Enhanced Ultrasound (CEUS) images with pre-operative
T images (Mauri et al., 2015) (Lee and Lee, 2018) based on a single
tatic CT series. They also require advanced ultrasound devices with
EUS, which are not available in many facilities and are strongly
perator-dependent. Earlier evaluated methods of compensation of
espiratory movements were based on laparoscopic measurement
f respiratory movements (Spinczyk et al., 2012, 2013a, 2013b),
urface markers (Spinczyk et al., 2014; Spinczyk and Bas, 2019) or
n 3DCT images (Spinczyk and Pietka, 2007; Spinczyk et al., 2013b;
abian and Spinczyk, 2016; Spinczyk and Fabian, 2017). The pro-
osed method combines the advantages of fusion with the methods
sed in radiotherapy, where the 4D series is used as a standard. It

onsists of 10 respiratory-gated 3D series, linearly distributed over
he breath cycle. Here, the respiratory series was limited to the
xtreme positions of the inhalation and exhalation. This allows the
mplitude of the tumor respiratory movement to be determined.
edical Imaging and Graphics 78 (2019) 101664

Additionally, the developed method ensures the synchroniza-
tion of CT and US acquisition with the patient breathing phase of the
images. This makes it easier to carry out intervention for difficult-
to-reach nodules and when necessary to take into account the
respiratory movements. It is even more important when multiple
needle punctures are required. There are, however, high-frequency
ventilation methods (Denys et al., 2014), that reduce respiratory
amplitude. Yet, they increase the risk of baro-traumatic pneumoth-
orax (Puijk et al., 2018).

The approach was  tested in the 2nd Department of Radiology
at the Medical University of Warsaw, Poland, during the diagnos-
tic and planning stage of percutaneous solid ablation surgery in
patients with a liver tumor.

5. Conclusions

In this study a multi-stage approach has been developed. It
includes CT image acquisition protocol with the amplitude of res-
piratory motion that yields images subjected to a semi-automatic
method able to deliver personalized abdominal model. Then, US
probe and ablation needle calibration, as well as patient position
adjustment method during the procedure for the pre-operative
anatomy model, have been combined. Finally, an advanced mod-
ule for fusion of the preoperative CT with intraoperative US images
was designed. These modules have been tested on a phantom and
in the clinical environment. Evaluation of the CT-US image fusion
phase of the described method is under way. We plan to perform a
full clinical verification of the image fusion stage on a group of 30
patients, to which the Ethics Committee of the Medical University
of Warsaw has already obtained the consent.
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